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Abstract 

Regulated financial institutions today face a dual challenge: the pressure to deliver software faster while proving 

continuous compliance and resilience. This paper argues that platform engineering, delivered through a product-

managed internal developer platform (IDP), offers a practical solution. By creating paved “golden paths” for 

developers, the IDP combines self-service templates, infrastructure as code, and GitOps workflows so that every 

change is declared, audited, and reversible. Compliance is not an afterthought but is built into the platform itself, with 

policies enforced as code at multiple stages—commit, build, deployment, and runtime—while evidence is 

automatically captured for auditors and supervisors. This reduces the need for repetitive manual checks and gives 

regulators confidence in traceability. Building on prior evidence that DevOps practices increase both speed and 

stability, we extend these insights with platform designs suited to financial environments. The architecture integrates 

standardized service patterns, infrastructure guardrails that enforce segregation of duties and encryption baselines, 

automated compliance checks to detect drift, and resilience practices driven by service-level objectives, such as failure 

testing and rapid rollback. Together, these features reduce audit cycle time while improving delivery outcomes such 

as deployment frequency, lead time, and change success rate. Importantly, the framework aligns with emerging 

regulations such as the EU’s Digital Operational Resilience Act (DORA), offering a clear path for institutions to 

balance innovation with control. The contribution of this paper is a pragmatic, control-aware blueprint that shows 

how regulated organizations can achieve both speed and assurance through platform engineering. 

Keywords: Platform engineering; internal developer platform; DevOps; GitOps; policy-as-code; governance; 

DORA; operational resilience; financial services. 

1. Introduction 

Financial institutions operate under stringent regulatory expectations for availability, integrity, confidentiality, and 

traceability while facing intense pressure to reduce time-to-market. In the EU, the Digital Operational Resilience Act 

(DORA) has applied since 17 January 2025, introducing harmonized expectations for ICT risk management, incident 

reporting, advanced testing (TLPT), and oversight of critical ICT third-party providers (CTPPs). 

At the same time, the software delivery research literature shows that modern DevOps practices—when adopted 

effectively—are associated with faster delivery and improved stability. Platform engineering turns these practices into 

paved, productized “golden paths” that can be governed centrally without sacrificing team autonomy. We propose an 

IDP-centric reference architecture and governance model tailored to regulated finance and anchored in well-accepted 

security frameworks (e.g., NIST SP 800-53, SSDF, Zero Trust) and sectoral rules.  
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2. Background and Related Work 

2.1 DevOps and outcomes 

Systematic reviews report that DevOps adoption correlates with shorter lead times, higher deployment frequency, and 

improved collaboration; several studies also observe fewer failed changes. These findings provide the empirical basis 

for using DORA/DevOps metrics as outcome measures in regulated environments. 

2.2 Platform engineering and internal developer platforms 

An IDP packages self-service capabilities (service templates, environments, CI/CD, observability, secrets, compliance 

checks) and treats the platform as a product for internal users. Community guidance from the cloud-native ecosystem 

emphasizes measuring platform value and maturing capabilities deliberately through a product management lens. 

2.3 GitOps and declarative operations 

GitOps extends IaC with a single source of truth (Git) and reconciliation by automation, improving reproducibility, 

rollback, and auditability—properties essential for supervisory evidence.  

2.4 Policy-as-code and continuous compliance 

Policy-as-code (PaC) tools such as Open Policy Agent (OPA) and Gatekeeper allow organizations to codify and 

enforce guardrails across CI/CD and runtime, enabling machine-readable control mappings and automated evidence 

capture. Research has also explored compliance management for IaC at runtime, underscoring the feasibility of 

continuous controls in cloud settings. 

3. Regulatory Context for Financial Services 

Table 1 — DORA Obligations to IDP Automation & Evidence 

DORA obligation What it means for teams IDP automation Evidence produced 

Major-incident 

reporting timelines 

(initial ≤ 4h/≤24h, 

intermediate ≤72h, 

final ≤1 month) 

Rapid impact assessment & 

structured reporting 

Workflow timers, required 

fields, SLA alerts 

Time-stamped forms, incident 

timeline, comms logs 

ICT risk 

management & 

governance 

Defined roles, risk treatment, 

change traceability 

Change gates, SoD rules, risk 

labels in pipelines 

Approval trails, risk tags, policy 

checks per change 

Advanced testing 

(TLPT) 

Intelligence-led red teaming 

(≥ every ~3 years if 

designated) 

TLPT “scoping pack” from 

service graph & SLOs 

Target lists, attack paths, remediation 

PRs 

Third-party/CTPP 

oversight 

Inventory critical providers; 

concentration risk 

Dependency mapping per 

service; provider metadata 

Provider registry, DPAs/SLAs, 

dependency SBOM 

Business continuity 

& resilience 

Impact tolerances; failover 

and recovery 

SLOs, chaos/failover drills, 

auto-rollback 

Drill records, SLO reports, recovery 

timings 

 

3.1 DORA (EU) 

DORA harmonizes operational resilience obligations across EU financial entities and introduces (i) risk management 

and governance expectations; (ii) ICT third-party oversight (including CTPPs); (iii) major incident reporting with 

strict timelines; and (iv) advanced testing (TLPT) for designated entities. 
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Incident reporting. The ESAs’ joint technical standards define a three-stage model: initial notification as early as 

possible within 4 hours of classifying an incident as “major,” and no later than 24 hours from awareness; an 

intermediate report within 72 hours of the initial notification; and a final report within one month. An IDP can 

encode these timelines into runbooks, workflows, and evidence collection. 

Advanced testing (TLPT). DORA requires TLPT for certain firms based on risk and systemic relevance, aligned 

with intelligence-led frameworks; generally, the cadence is at least every three years, with details governed by RTS 

and supervisory designation. IDPs can streamline scoping data, attack paths, and post-test remediation evidence. 

 

Figure 1: Evolution of Platform Engineering in Financial Services 

3.2 Regulation SCI (U.S.) 

SEC Regulation SCI imposes governance and testing requirements on market-critical entities. Among other 

expectations, SCI entities must conduct annual “SCI reviews” addressing development processes and IT 

governance—areas where platform-standardized pipelines and controls materially simplify compliance and reporting. 

3.3 Supervisory principles and frameworks 

Banking supervisors emphasize governance, impact tolerances, and resilience of critical operations. The Basel 

Committee’s Principles for Operational Resilience provide direction that an IDP can operationalize (e.g., through 

SLOs, dependency mapping, and failover drills).  

3.4 Foundational security frameworks 

NIST SP 800-53 Rev. 5 (control catalog), NIST SP 800-207 (Zero Trust), NIST SP 800-218 (SSDF), and NIST SP 

800-204D (software-supply-chain security in CI/CD) offer authoritative guidance that maps naturally onto platform 

guardrails and attestations. 
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4. A Control-Aware Platform Architecture 

 

Figure 2: Intelligent Incident Response and System Reliability 

4.1 Design principles 

1. Everything declarative: All infra/app changes defined as code and stored in version control; the platform 

reconciles desired state automatically. 2) Separation of concerns: Product teams own services; the platform 

team curates golden paths and guardrails; security/risk define policy-as-code. 3) Evidence by design: 

Pipelines capture machine-readable attestations, change tickets, approvals, test results, and deployment diffs. 

4) Least-privilege, Zero Trust: Access is scoped to identities and resources, not networks. 5) Continuous 

control monitoring: Detect configuration drift and policy exceptions early. 

4.2 Core components 

• Service blueprints: Opinionated scaffolds (runtime, CI/CD, observability, security defaults) stamped via 

templates. 

• GitOps controllers: Reconcile manifests to clusters/platforms, producing immutable audit trails. 

• Policy-as-code layer: OPA/Gatekeeper constraints at admission and CI stages; reusable libraries mapping 

to control families (e.g., configuration management, identity, encryption). 

• Secrets & key management: Integrated KMS and secret rotation policies enforced by PaC; attest key usage 

in builds and deploys. 

• SBOM & provenance: Build pipelines generate SBOMs and signed attestations; deployment gates verify 

provenance and vulnerability posture. Guidance aligns with SSDF and NIST SP 800-204D. 

• Observability & SLOs: Standardized telemetry (logs, metrics, traces) pre-wired; SLOs per critical service 

support operational resilience objectives. 
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• Compliance hub: Central catalog for controls, policies, mappings (e.g., to NIST/DORA), and automatic 

evidence extraction (e.g., CI logs, change approvals, TLPT remediation). 

4.3 Security hardening for cloud-native runtimes 

Container security baselines—image provenance, least-privilege runtimes, isolation, and secure supply chain—are 

codified in golden paths and enforced at deploy time, drawing on NIST SP 800-190 and Zero Trust. 

5. Governance-by-Design 

5.1 Control mapping and attestations 

Each pipeline stage emits attestations linked to specific controls (e.g., SP 800-53 CM-2/CM-3 for configuration 

baselines and change control; SA-12 for supply-chain integrity; AC-X for access). The compliance hub provides 

machine-readable mappings to DORA obligations (e.g., incident response, testing, third-party governance) and 

generates auditor-ready evidence packages. 

Table 2 — Control Mapping: From Frameworks to Platform Guardrails 

Control area Platform mechanism (IDP) 
Policy-as-Code example 

(concise) 
Evidence artifacts (auto-captured) 

Configuration 

Management (CM) 

GitOps reconciliation; 

immutable manifests 

Deny deploy if manifest not 

from signed repo/tag 

Commit SHAs, signed releases, 

controller drift logs 

Change 

Management 

(CM/RA) 

Protected branches; 

mandatory reviews 

Require 2 reviewers for 

prod/* paths 

Code review metadata, approver IDs, 

change tickets 

Access Control 

(AC) 

Workload identity; least-

privilege RBAC 

Deny cluster-admin in non-

platform namespaces 
RBAC diffs, access grants/expiry logs 

Crypto & Key 

Mgmt (SC) 

KMS + auto-rotation; 

envelope encryption 

Require KMS-managed 

keys for secrets 

KMS key IDs/rotation events, secret 

provenance 

Supply Chain 

Security (SA) 

SBOM + provenance 

attestations 

Deny image if 

signature/verdict missing 

SBOM files, in-toto/SLSA 

attestations, scanner reports 

Network & 

Runtime Baselines 

(SI) 

Policy-enforced 

ingress/egress & PSPs 

Deny hostNetwork=true or 

privileged=true 

Admission controller decisions, 

runtime audit logs 

Vulnerability Mgmt 

(RA/SI) 

CI gating on CVSS; time-

boxed waivers 

Block deploy if CVSS ≥ 7.0 

unless waiver <14d 

Scanner exports, waiver IDs & 

expiries 

Incident Response 

(IR) 

Runbooks, templated post-

mortems 

Open incident on SLO 

breach > X mins 

SLO dashboards, pager events, post-

mortem PRs 

 

5.2 Segregation of duties (SoD) 

SoD is implemented through branch protection, code-review rules, pluggable approvers for sensitive resources, and 

build-signing keys held by a trusted service (not by developers). The platform enforces non-overridable approvals for 

high-risk changes, records approver identities, and blocks self-approval paths—controls that align with both general 

governance principles and specific sectoral rules (e.g., SCI reviews of development processes). 

5.3 Incident management and DORA timelines 

The IDP integrates incident runbooks and forms that pre-populate required fields (service, blast radius, dependencies, 

customer impact) and drive notification deadlines (4h/24h/72h/1m) via workflow automation. Evidence (post-incident 

SLO breaches, remediation PRs, TLPT findings) is linked to the incident record for supervisory reporting. 
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5.4 Third-party and CTPP oversight 

For cloud and SaaS dependencies, the platform inventories providers per service, ties them to business context 

(critical/important functions), and surfaces concentration risk. Where DORA oversight applies to CTPPs, the 

inventory and dependency graphs support scoping and supervisory interactions. 

6. Implementation Patterns (“Golden Paths”) 

6.1 Four enforcement gates 

1. Pre-commit: Local policy checks and secret scanning; developers see fast feedback. 

2. Build (CI): SSDF-aligned checks (lint, SAST, dependency risk, SBOM/provenance, IaC compliance). 

Attestations are signed and stored. 

3. Deploy (CD/GitOps): Admission controls (OPA/Gatekeeper), change windows, verified images, 

environment drift detection. 

4. Runtime: Baseline controls (network policies, workload identity, encryption, kernel hardening), policy 

telemetry, and auto-rollback on SLO breach; container guidance per NIST SP 800-190. 

6.2 Evidence factory 

Pipelines emit a signed trail: commit → build → test → artifact → deploy, each step linked to tickets, approvals, 

versioned policies, and test results. The compliance hub compiles this into control-centric reports—e.g., per-release 

SSDF coverage, per-service SP 800-53 control status, DORA incident evidence. 

6.3 TLPT enablement 

Golden paths instrument hypotheses and choke points (e.g., identity boundaries, blast-radius controls) and generate 

red-team-ready “attack graphs.” Post-exercise, the IDP opens remediation work items from findings and tracks 

completion with evidence. 

6.4 Data governance and residency 

Blueprints encode data-classification labels and region policies that drive runtime placement, backup rules, and key-

management settings; policies block non-compliant deployments. 

7. Metrics and Evaluation 

Table 3 — Example Targets: Velocity, Compliance, and Resilience KPIs 

KPI (definition) Baseline (Q0) Target (Q2) Notes 

Lead time for change 

(commit→prod, p50) 
7 days ≤ 1 day 

Measured per service on golden 

paths 

Deployment frequency (per 

svc) 
Weekly ≥ 5/day Small, reversible releases 

Change failure rate (% prod 

changes causing 

incident/rollback) 

15% ≤ 5% 
Requires reliable detection & 

rollback 

MTTR (p50) 10 h ≤ 1 h Auto-rollback + runbooks 

Policy coverage (% controls 

enforced as code) 
55% ≥ 95% Control catalog mapped to PaC 
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7.1 Delivery performance 

Use the industry-standard DORA/DevOps metrics—deployment frequency, lead time for changes, change failure rate, 

and MTTR—as primary velocity indicators. Platform success is measured as distribution shifts (e.g., p50/p90) rather 

than single-team anecdotes. Empirical literature supports these metrics as meaningful proxies for delivery 

performance. 

7.2 Compliance and resilience KPIs 

• Policy coverage (controls enforced by PaC / controls in scope) 

• Prevented non-compliant changes (blocked at CI/admission) 

• Evidence freshness (time from release to complete attestations) 

• Incident response SLAs and regulatory reporting timeliness (aligned to 4h/24h/72h/1m windows) 

• Resilience health (SLO attainment on critical services; recovery time to tolerance) 

7.3 Supervisory alignment 

For SCI entities, maintain documentation of platform controls (development processes, governance) to streamline 

annual SCI reviews; for EU entities, align platform telemetry to DORA’s incident and third-party oversight data needs. 

8. Risk, Limitations, and Mitigations 

• Policy brittleness: Overly rigid PaC can slow teams; mitigate by tiered policies (advisory → mandatory) 

and exception workflows with time-boxed waivers. 

• Shadow changes: Enforce change-fencing (only GitOps mutates state) and alert on out-of-band changes. 

• Runtime drift: Use periodic reconciliation and configuration drift detection; block deployment on critical 

drift. 

• Third-party opacity: Require SBOMs, attestations, and incident clauses in vendor contracts; map vendors 

to services and critical functions. 

9. Migration Blueprint 

1. Discover & baseline: Inventory services, pipelines, environments, dependencies, and current controls; 

baseline DORA/DevOps metrics. 

2. Platform MVP: Deliver 2–3 golden paths (e.g., REST microservice, batch job) with opinionated CI/CD, 

OPA policies, SBOM/provenance, and GitOps deployment.  

3. Control mappings: Encode SP 800-53/SSDF mappings for the MVP; pilot compliance reports with audit 

and risk. 

4. Scale & harden: Expand to container baselines per NIST SP 800-190, service identity, and SLOs; add 

incident workflows aligned to DORA timelines. 

5. Institutionalize: Treat platform as a product (roadmap, adoption targets, UX research); embed platform 

usage in investment governance. 

10. Conclusion 

Platform engineering provides the structural means to reconcile speed and assurance in regulated finance. By 

productizing golden paths, enforcing controls as code across the delivery lifecycle, and emitting machine-readable 

evidence, an IDP raises deployment velocity and strengthens governance. Anchoring the design in NIST guidance 

(SP 800-53, SSDF, Zero Trust, supply-chain security), sectoral rules (DORA; SCI), and mature practices (GitOps, 
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PaC) yields a blueprint that is demonstrably auditable, resilient, and scalable across diverse portfolios. The approach 

is not a silver bullet—organizations must invest in product-management for the platform, change management, and 

continuous control tuning—but it offers a pragmatic path to operational resilience and regulatory confidence. 
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